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Abstract

We start by proposing a computer aided scientific discovery system. This system
may be seen as a knowledge acquisition environment, We present a knowledge
representation (the Semi-Empirical Theories) usable to formulate, to experiment,
and to divulge that knowledge, and a protocol (MOSCA) for cooperation between
rational agents. The protocol is geared to the acquisition and evolution of
knowledge. The objective of this system, rather than producing an exact knowledge,
is yielding a knowledge which may present a high level argumentation on its
validity and may also be improved via a dialog protocol. As an application, we aim
at making the machine to behave rationally when performing Musical Analysis,
which involves the four technical fields of Music: composition, execution, theory,
and sound digital processing.

1. Introduction

In this paper we propose the specification of a Rational-Agent machine and its application to the field of
Musical Analysis. A Rational Agent is an autonomous intelligent system that appears to the user as having
reasoning abilities, because it is capable of common sense reasoning (such as those that we exert in our daily
lives) and of handling intentions, belicfs, and knowledge that is tolerated to be, to some extent, evolutionary,
incomplete, imprecise, and erroneous. This project is characterized mainly by making use of expertise in varied
domains of the Cognitive Sciences: Artificial Intelligence, Informatics, Music, Psychology, Didactics, etc.

From an Artificial Intelligence vantage point, this work may be seen as lying in the confluence of the

streams of Knowledge Acquisition and Machine Learning. According to the definition proposed in (Aussenac-

Gilles, Krivine & Sallantin, 1992):
The domain of Knowledge Acquisition for Knowledge Based Systems (KBS's) is characterized by the
identification and management of the processes necessary to the elaboration (conception, evaluation,
and evolution) of a KBS from heterogeneous sources of knowledge (documented, human, and
experimental). The result expected from our approach is fo furnish the Sfuture system with the
knowledge that will be the foundation of its expertise. The conductor of the process of knowledge
acquisition is the knowledge engineer: he orchesirates the intervention of different processes, actors,
and agents.

While Knowledge Acquisition uses the machine as a mere tool for helping the knowledge engineer to
elicit the expert's knowledge, Machine Learning studies the set of mechanisms that gives the machine the
faculty of building the knowledge base by analyzing data, explanations, criticisms to solutions, ctc. Several
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works (e.g. Barboux, 1990) have shown the necessity of making Machine Learning and Knowledge Acquisition
to synergetically work together for modeling the control component of the learning process.

Learning proficiently is not enough if the expert is left without proper ammunition to efficiently check and
validate the information acquired by the machine. This information has a too large volume and the expert has
110 tool capable of helping him to efficiently criticize the choices done, particularly the choice of the description
language (which implies the choice of the learning tool) and of the sclected sample of examples.

A System for Aided Discovery (SAID) is a synergetic combination of Machine Learning and Knowledge
Acquisition. It follows principles (summarized in Wielinga, Boose, Gaines Screiber & van Someren, 1990),
such as those for data acquisition, for abstraction based on information about a conceptual model, for
particularizat‘ion of this model, etc. The study of expert systems has shown a pervasive dichotomy between deep
knowledge (characterized by having theoretical justification and by being found in scientific books, articles,
etc.) and shallow knowledge (which is characterized by being situational, empirical, and not found in
conventional scientific writings, though massively used by truc experts, being the very cause of their expertise).
As it was well put in (Sallantin & Haiech, 1993), a SAID discovers this shallow knowledge by taking advantage
of both some deep (theoretical) knowledge made available and a set of incomplete, partially erroncous data. The
knowledge base is assumed to be revisable (by error correction) and evolutionary (by making the knowledge
more precise, more broad, more deep, more structured, more understandable,... or, in short, by improving the
knowledge, in any sense).

In this paper we see scientific discovery as being the result of examining and revising a modeling process
over which both theoretic models and experimental data intervene. During the modeling process, discovery is
seen as that which was not yet learned by the on going modeling.

A first effort for conceptualizing an artificial apprentice generated a conceptual framework: the Semi-
Empirical Theories (SET), introduced in (Sallantin, Szczeciniarz, Barboux, Lagrange & Renaud, 1991;
Sallantin, Quinqueton, Barboux & Aubert, 1991). That effort established the clementary concepts which allow
building (modeling) an apprentice's knowledge and studying its evolution. SET, however, being focused on the
structures and mechanisms of an apprentice, neglected a fundamental learning aspect: the environment for the
interaction between the apprentice and the external world. Therefore, a learning environment was proposed, as
well as a description of a learning protocol. (Ferneda, 1992) shows how this protocol can be merged with the
SET framework.

Since concepts formulated by an apprentice can be erroncous, an intervening agent should be able to
determine counter-examples (and also examples likely to be in the frontier or beyond .the frontier of the
apprentice's current knowledge), testing and exercising him to the limits of his capabilitics, hopefully
embarrassing him by exposing his deficiencies, therefore stimulating him to revise and improve his knowledge.
The goal is not to have an apprentice capable of acquiring a perfect (exact and complete) knowledge, but rather
to have an apprentice capable of acquiring a knowledge which will be considered as quite plausible (because the
apprentice can yield a high-level argumentation of its plausibility) and may also be corrected/improved via a
dialog protocol.

The objective of a SAID applied to Musical Analysis is the analysis of Music's horizontality (melody,
theme, scale, ... ) and verticality (harmonic structure, instrumental coloring). An immediate application would
be a study comparing the works of a same composer, or the works of a set of composers.

2. Rational agents

The scientific community, in spite of having tried really hard, has not yet come 10 2 consensual definition
of intelligence. There are, however, active entities which display behavior conventionally considered as being
intelligent. These entities will hereafter be named agents.

Researches for the conceptualization and conception of artificial systems (or agents) capable of exhibiting
behavior accepted as intelligent must, therefore, take into consideration the several characteristics presumed as
necessary for a conduct to be classified as being intelligent. Among these attributes, we are here particularly
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%ntcrqstcd in‘the one of rationality (Newell, 1982). The notion of rationality, more specific than the onch of
intelligence, is related to the treatment of a well delincated class of problems.

A Rational Agent is defined as being any (human or artificial) system capable of producing and
controlling its own knowledge in a certain domain, in such way that the system will be able to proficiently
perfgrm some classes of complexes tasks (such as deciding, classifying, diagnosing, predicting, simulating,
restricting, conceiving, and planning) conventionally considered as requiring intelligence for being well
accomplished.

J. P. Miiller (Miiller, 1987) showed the possibility of constructing systems that: (i) are able to interpret
symbolic structures; (i) are conscious of their limitations; (i7i) act in logical accordance with their beliefs; (iv)
'fire able to adapt their actions to the changes in their knowledge. These systems, therefore, are capabie of
improving their representation of the external world and of better interacting with this world. This capability of
constructing and cvolving their representation of the world may be added to the learning aptitude of an
intelligent agent.

Next, we will describe the behavior of an apprentice agent (apprentice, for short) whose knowledge is the
result of communicating with other agents, This agent builds and controls the evolution of its knowledge. It has

reasoning mechanisms such as those of the Semi-Empirical Theories (section 3), and its learning environment
is based on the MOSCA protocol (section 4).

3. Semi-Empirical Theories

Semi-Empirical Theories (SET) are a language-independent knowledge conceptualization introduced by J.
Sallantin. SET defines how the knowledge is formulated, experimented, and divulged.

Figure 1 depicts a taxonomy of the terms used for expressing knowledge in SET. This taxonomy is based
on the work of T. Addis (Addis, 1988), which revised C. S. Pierce's work (Pierce, 1934) on .modeling
knowledge. The taxonomy includes: () data representing the knowledge; (ii) mechanisms for creating the data
(by abduction), organizing them (by induction) and propagating restrictions on them (by deductionsy, (iii)
methods related to the interactions with an external agent that plays the role of criticizing or the role of
proposing a statement to be proved. The methods examine the adequacy of information such as being a lemma,
being an objection, being a proof, being a conjecture, ¢tc.

/ Objections Lemmas
Fact Objects< Examples Excent

. Exceptions
- Hypotheses ( (,oumer-cxnmples< Monstérs

Data
1 I Conjectures
curistics ) ~— Proves
Abduction
SET — Mcchanisms< Induction

Deduction

Empirical
Analogical
Methods < Proof By default
Refutation By evidenco

Figure 1: Terms intervening in the knowledge formalization and evolution via SET.

4. A Protocol for learning

Formal theories for learning (Boucheron, 1992) define a minimal learning environment which is made of
an apprentice communicating with an oracle, From the point of view of problem solving, the protocol
controlling the dialog between these two actors may be summarized as follows: the oracle sends pairs
<problem, solution> to the apprentice, each pair being named a sample, the problems having been already
solved and their solutions known by the oracle; upon receiving each pair, the apprentice stores the information
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the currently learned hypothesis (the knowledge base), the
apprentice searches the hypothesis space (the set of all hypothesis which may be formed in the light of all the
information, old and new) looking for a hypothesis that, when measured by a learning criterion, will be
considered better than the previous Rypothesis and all the other candidate ones. Therefore, the presented model

f (i) a hypothesis space, (ij) a lcarning criterion measuring how a

sees a lcarning problem as composed 0
hypothesis fits the set of samples, and (/i) a strategy for traversing the hypothesis space.

Two kinds of noise add to the inherent complexity of searching for a hypothesis: (i) the pair <problem,
solution> may have been erroncously described, and (ii) the language adopted for describing those pairs may be
too coarse, leading to the comsequence that it, not pcrcciving-and-representing the difference between two
problem specifications, may present the apprentice with a unique problem having two distinct solutions. Real
world applications can not completely escape the existence and negative effects of noise.

This minimal learning environment is implemented as follows: While the machine plays just the role of
the apprentice, the expert plays the role of the oracle and may also play some other roles, as we will see. The
expert, by choosing the way of structuring and representing knowledge, determines the type of apprentice
deemed more adequate to the problem at hand. Well, determining the type of the apprentice is determining the
hypothesis space on which the apprentice can operate. This way, the expert is the one who takes all the crucial
decisions: (i) He, by choosing the type of the apprentice (and, therefore, the format of the hypothesis, of the
samples, and of the problems to be solved), decides the underlying theoretical framework for learning in the

application domain; and (ii) The expert selects the examples to be offered to the apprentice. When playing his
role as an oracle, the expert has available a first manner of pressing the apprentice, imposing a knowledge on

received and, if it does not perfectly match

him.
After having received a first set of exam
apprentice leaves his learning mode and enters

ples and counter-examples and built a learned hypothesis, the
his probation mode, ready for solving problems proposed by the
expert. Three difficultics appear: (i) examining merely the solutions produced by the apprentice is not enough
for evaluating the learned hypothesis; (i) we are trying to achieve scientific discovery, therefore the expert does
not exactly know how to characterize whether or not a hypothesis is a good one, deserving to be maintained;
and (iii) hypotheses is usually too large, too unstructured and too complex to be directly utilized by the expert.
For these reasons, we provided the apprentice with a high-level argumentation mechanism whose importance
has acknowledged by some researchers (Fisher, Lemke, Mastaglio & Morch, 1991). The expert will judge the
goodness of a hypothesis by judging the argumentations presented by the apprentice as an justification of the
solutions he found for the posed problems. When playing his role as an examiner, the ‘expert has available a
second manner of pressing the apprentice, making him to revise the learned hypothesis.

This informal presentation of the MOSCA! (Reitz, 1992) depicts five distinct roles: (i) the apprentice,
yielding a learned hypothesis which fits well the sample of examples and counter-examples previously made
available to him; (§i) the oracle, yielding unrefutable <problem,solution> pairs; (iii) the Client, which submits
problems to the apprentice and expects 10 receive solutions from him; (V) the probe, yiclding refutable
<problem,solution> pairs, making him to present the due argumentations; and (v) the master, who analyses the
apprentice's argumentations and then offers useful criticisms to him. The learning environment is summarized

in Figure 2. Additional explanations follow:

—gpe- Oracle

Master

request
argmentation
criticize’

request Apprentic

ion> bl .
<problern,soluction: problem Client

problem solving vantage point.

request
Zproblem,soluction™

Probe
Figure 2: The M1 OSCA learning protocol, seen front a

e ———————

1 MOSCA = Master + Oracle + Sonda (Probe, in Portuguese) + Client+ Apprentice.
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] f’l:he apprentice asks a set of <problem,solution> pairs from the oracle. The pairs are then stored (it should
:e [ x;:d v;fhcthgr or not data may l?c eventually erased/changed) by the apprentice and compose the saniple to
Teil usi1 orhea‘rnllng,‘ Every change in the sample makes the apprentice to revise the hypothesis so far learned
1 y;,i thyp.otfcsclls 1; cx?re;:ted from a hypothesis space and satisfies a learning criterion. Of course, any learned

Y esis finds the right solution for all the problems in the sam ’
ample, and finds none i
the counter-examples in the sample. of the wrong solutions o

The apprentice may request a <problem,solution> pair, or even a set of those pairs, from the oracle. There
two w?ys for making this request: (i) When the choice of the problem is left to the ,oracle (who ma‘ do it
f91low1ng or not nay plan, such a previously defined teaching plan), the request is made just b sen{i'
s1gn2'11;.(n) when the apprentice desires to learn to solve a certain problem, he makes his rcquestst{) I s 1a
specifying this problem (of course this must be allowed only in a controllec,l way, or else the a ran'p Srould
take the time just unproductively interrogating the oracle). , ppeentice would
. similarly, the apprentice receives <problem,solution> pairs from the probe. These pairs may b
intentionally erroncous. The apprentice compares his solution against the one propo.sed and (ﬁs lays ?g the
master a.n argumentation justifying the solution. There are two forms of argumentations: explanal:ioZS (wh ;
the solutions agree one with the other) and objection (otherwise). : ' e

For eac?h arg}lmentation presented, the apprentice receives a criticism from the master. Whenever possible
every negat'lve .cnticism makes the apprentice to present an alternative argumentation. When no ﬂtemativé
argumentation is possible, then the apprentice either weakens the learned hypothesis, in such way‘ that it no
more pr(l)duces the pair <problem, solution>, or he consults the oracle, aiming ;t revising the le d
hypothesis and, consequently, revising the argumentation. ’ ’ e

The master, by cither sending a si i i
s gnal or a problem specification, controls thi ! i i
<oroblens salutions ¢ probe's production of pairs
Whenever the apprenlic; weakens his learned hypothesis, thus becoming silent about certain problems
tl}e mas'ter ﬂflds a way of forcing the apprentice to re-strength his learned hypothesis: the master sends (agaix;
either via a signal or via a problem specification) to the oracle a request for generating an adequate sct of pairs

A Cli?nt submits a ;.)rob.lem to the apprentice and expects a solution from him. Whether or not an
argumentation on the solution is sent to the master, depends on how the apprentice was defined

5. Discovery in musical analysis

‘ The musical thinking, when generating a certain work, spans aspects pertaining to a knowledge branch
f'i}fﬂc?llt 'to appr.oach, This has lead us to conceptualizations emphasizing terms, such as "gift" and
inspiration”, which were quite used, in the past, to impose an end to any discussions on music creation. Our
days,‘however, such extremist position fully satisfies neither the artist, nor the scientist, as both of ihem
knowx.ng how sounds effect the men, have been studying the organization of sounds enéompassing as ect;
spanning from its atomic form, pitch up to its final manifestation, the composition. , ’
Perception of this organization in the composition, and perception of the observance of clearly defined
forms. and rules regulating the creative process, indicate the existence of a systematization in the musical
thinking. This systematization is common to all composers in a given context (style-and-school, local-and-time,
;tc.) gnd may be represented by means of a knowledge base constructed by a musician and whic’h can constaml)’l
; d?s‘:;eltlii xfihzorr;z;tz&nédded, modified, substituted, or eliminated (in short, enriched in any form) at the
oo {Xs it was sl}own by R. B. Dannenberg (?993), the musical thinking does not follow a lincar pattern as it
sllx? exact sciences. The reason for this is that many complex factors interact in the musical thinking:
creatxvxty, emotions, intuition, and the proper vibratory nature of sound. However, during the creative proccsé
the'musxcal thinking maintains its relationship with form, structure, and harmony, determining a musical logic
Whlch allows classifying a work as belonging to a style. Those characteristics strongly associate themselves
with those peculiar to given composers.
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According to H. J. Kocllreutter (Zagonel & la Chiapnulera, 1985), Ithc c'ompos.itz?ntpro::srsismfol;:)rv:;;[1 f(:;:;
steps: consciousness of the idea, formal conception, choxce'of the musical signs, an fs rugom ogSAe T e
above, (Kugel, 1990; Roads, 1985, Widmer, 1992)' pcrcexvcd. that the reasomgg o 31 ‘ m;;ess _may be
simulated by a knowledge based system zeroing not in the musxlcal work proger, ut H.‘ e p1 e e

atine his work, This system, besides the computational aspects involved .m anal ).lzmg a mu ‘ca‘
. tjor gCﬂﬁvl atfl?fformqtion processing, should handle knowledge on domains influencing musical conception:
“fOfk 1~I lhter'ms (i)nvolving‘ concepts from Physics (study of the vibratory nature of the sound), Psychology (study
(I)' g de I;CSS,a sychic phenomenon), and Sociology (study of the ideological aspects of the creato?r), and
;ia?iosltlincs' (ii) AI/)Iusic, with its rules for harmony, melody, etc.; and (i) History of Arts, approacl;mg the
peculiarit’ies of each style in a given period of History. All thlese knowledge areas interact for analyzing a
composer's work and also for further understanding men's 1€asoning process. . N

The study of musical analysis has several facets and is intima.xtely ‘bounc? to Ae:sthencsf ES: s&eyc:n Zae

conditions and the effects of the artistic activity), which canhnot bcld:issofm:tggcfi;c;::rifil;tzrfazguag: we Simpli
is of a musical work is really much more that a study 1o : Jor a
2::1::; :fn taf:ZSfI(:r;al aspects of the work. We adopted the view th.at knowledge on Aesthe}lc}s anikogs}ézt:ryt ;1):
Arts should come to the aid of knowledge on Musical Thf\f:ory. This V\./ay, we Flefme a musical wo g
result of knowledge on the domains of Aesthetics, of Music, and of History of Arts.. ‘ .

We aim at making the machine to behave rationally when performing Musical Arllallyslls, which l:\vo x:
the four technical fields of Music: composition, execution, theory, and ‘slouna' dtgzt;z p;‘oscizss J
investigate, therefore, the conception and development of a system capable of aiding musical analysis.

6. Conclusions . N i
We presented a learning environment whose protocol, identifying the set Qf communications ne‘e' e 1 T
controlling an agent, is an extension of the classic protocol and permits analyzing the process of rev1su;g t 116
knowledge acquired by the apprentice. This environment was studied within an conceptualff:ﬁmewor ,;titC:
i iri i i i f both the reasoning and the structure of the appre X
Semi-Empirical Theories, supporting the expression o : : . ; ) :
Under thz tight of both theoretical and practical Machine Learning current results, mtegratm'g hlﬁl‘; l:-:vil
argumentation techniques into the learning system was deemed necessary to get the expert's validation,
in the acquired knowledge.
approval, and confidence in t ' . '
Our experience has shown that most of the currently available learning tools do not fullly st:cltlxsfy .t:e
expert's expectations and needs. More thau interested in a system that mercl){ﬂhas ;he ca;.)ab.xht)lz 0eX pe;:ﬁing
‘ i able to go beyond that by understandably and convincingly
correctly, experts are looking for systems al nde . plin e
€ c jor reasons for this is that the explanations may
what and how they have learned. One of the major 1 . le ¢ ;
should be changed in order to improve the knowledge base. All of this grows 1.n importance when the expe!
uses the machine as an aid for scientific discovery (of course this involves modeling a phenomenon).

If the user wants to teach the system, than he, while playing the role of the 0;3016’1}: shtoulccli;eclf:; :22

i ayi ter, he should use his deep knowledge {0

fevant problems. While playing the role of the master, ( ]  «
::irr‘;ntlyplcarncd knowledge in order to identify lemmas already validated the proofs.. Whlnle -pld);l;:g thle‘:3 1'(())26t ;‘);'

C es and counter-examples. Finally, while playing the ro
the probe, he should produce relevant examples an : : : . ’
appfemice he should choose methods and heuristics to be used for advancing a new learning step in the light o
the last information stimulus received from any of the other agents,

i i ] it sti Is
Our approach was corroborated just by few and microscopic experiments (Ferneda, 1992), thus it still calls -

ish i in,
for more numerous and larger scale experiments in order to fully establish itself as a really useful learning

i c an
framework. In spite of this, the way our proposed system solves learning problems may be scen as
' g i idactical it
advancement at least as a methodologically and di con . P
problem in a way understandable and profitable to both the application domain expert and the Arti
Intelligence researcher. It should be notice: sured
For accomplishing that, it is necessary that all heuristics inv

ly relevant concept, in as much as it sees the learning

d that we assured the possibility of refuting the learne‘d.knowledge. :
olved in the knowledge acquisition may be .
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reevatuated. This justifies our approach in adopting the Semi-Empirical Theories and the MOSCA protocol for
representing and evolving the knowledge, respectively.

Musical Analysis secks to explain a musical work by making use of bodies of knowledge such as
Aesthetics, Music, and History of Arts. It is our firm and well-founded belief that the environment here
presented will show itself to be a satisfactory aid for the task of performing Musical Analysis, since the
environment makes room for those bodies of knowledge (what is fundamental for the conception of a musical

work) and allows the construction of a theory that permits the characterization of the work through dialogues
with a human, application-domain expert agent.
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