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Abstract. Music lyrics can convey a great part of the

meaning in popular songs. Such meaning is important for

humans to understand songs as related to typical narra-

tives, such as romantic interests or life stories. This un-

derstanding is part of affective aspects that can be used to

choose songs to play in particular situations. This paper

analyzes the effectiveness of using text mining tools to clas-

sify lyrics according to their narrative contexts. For such,

we used a vote-based dataset and several machine learning

algorithms. Also, we compared the classification results to

that of a typical human. Last, we compare the problems of

identifying narrative contexts and of identifying lyric va-

lence. Our results indicate that narrative contexts can be

identified more consistently than valence. Also, we show

that human-based classification typically do not reach a

high accuracy, which suggests an upper bound for auto-

matic classification.

1 Introduction

Songs and their lyrics are cultural elements that are fre-

quently linked to the perception of subjective experiences

[1, 2]. They can be embedded into cultural activities

such as playing games, working, dancing, storytelling, and

fighting [3]. The emotional perception of songs is related

to inherited cultural aspects of the listener [4]. Regardless

of the musical context, the perception of emotions is linked

to a person’s personal history [5] and to their cultural back-

ground [6].

In contemporary Western popular songs, lyrics

often refer to similar subjects, such as “a lost love” or “re-

flections about life”. These subjects can be loosely related

to the concept of archetype, [7, 8]. Archetypes are re-

curring behavior patterns that can be observed in several

elements of the same domain, such as “hero”, “sage”, or

“damsel in distress” in the literature.

The recurring themes of popular songs can also

be interpreted as affect-related [9] classification tags. Un-

der this interpretations, affects are described according to a

situation presented to a protagonist (which is often the mu-

sician themselves) and their reactions related to that, simi-

larly to Russell and Barrett’s idea of prototypical emotional

episodes [10].

In this work, we use text mining tools to automat-

ically classify music lyrics into categories related to their

narrative contexts. For such, we built a dataset containing

Brazilian popular music lyrics which were raters voted on-

line according to its context and valence. We approached

the problem using a machine learning pipeline in which

lyrics are projected into a vector space and then classi-

fied using general-purpose algorithms. We experimented

with document representations based on sparse topic mod-

els [11, 12, 13, 14], which aims to find groups of words that

typically appear together in the dataset. Also, we extracted

part-of-speech tags for each lyric and used their histogram

as features in the classification process.

Additionally, we evaluated the classification ac-

curacy difference related to using valence-related cate-

gories [14] instead of narrative-based categories. Valence-

related categories are more common than story prototypes

in text mining [14, 15, 16, 17], and are more connected to

subjective perceptions of the listeners.

In order to compare machine and humans we

quantified how much humans disagreed with each other.

This was made considering each human rater as a predic-

tor of the most-voted labels and calculating their accuracy.

Based on the controversy of the ratings, we analyzed the

performance of the machine learning algorithms.

Our results suggest that the effectiveness of

machine-learning classification and human-based classifi-

cation are comparable, yet machines are outperformed by

human-based classification. Also, they indicate that clas-

sifying narrative contexts is an easier task than classifying

valence. Last, results show that machines yield lower ac-

curacy when classifying narrative contexts that are contro-

versial among the human raters.

In addition, we foster scientific reproducibil-

ity and continuity by making our dataset available

online at http://www.github.com/aldalmora/

NC_Music_Brazil.

The remainder of this paper is organized as fol-

lows. Section 2 describes the methods used in this work.

Section 3 discusses the results and their outcome. Section

4 resumes the results and suggests future research about

this subject.
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2 Methods

In this work, we analyzed the predictive power of text min-

ing tools to classify music lyrics according to their nar-

rative contexts and valence. First, we built a manually-

classified ground-truth dataset, as described in Section 2.1.

Then, we conducted prediction experiments as discussed

in Section 2.2.

2.1 Dataset

The dataset used in this work contains 380 song lyrics ex-

tracted from Brazilian Bossa-Nova songs. The lyrics in

the dataset were classified according to their narrative con-

texts. The classification used anonymous raters and an on-

line voting system. Each lyric was classified at least five

times. We used the most voted classification as the ground-

truth. The narrative context categories used for this clas-

sification were relationships (songs about a romantic re-

lationships), emotions or reflections (songs about abstract

impressions on life), and others (other themes). Also, the

lyrics were classified according to their valence (positive,

neutral, or negative) using the same procedure.

The number of songs in each narrative context

and valence categories are shown in Table 1. Lyrics that

did not have a most voted option (that is, there was a draw

between two or more options) within subject or valence

were discarded from the dataset.

Table 1: Description for the dataset classified by
anonymous rankers showing the amount
of lyrics classified according to their
narrative context (Relationships, Emo-
tions/Reflections, or Others) and their va-
lence (Positive, Neutral, or Negative).

Context Pos. Neu. Neg. Total

Rel 35 40 29 138

Emo/Ref 41 37 10 123

Others 10 18 7 44

Total 86 95 46 227

The next section presents the predictive analysis

using text mining and machine-learning algorithms.

2.2 Predictive analysis

In this section, we describe our results related to predictive

analysis. We tested several classifier variations, as depicted

in Figure 1. Each of the variations used a different repre-

sentation for the documents.

The first variation regards removal of stopwords.

Stopwords are words that are too common in a language

and convey little meaning. For this reason, stopwords

can be removed from text documents without changing its

meaning. However, they can be important for predictive

analysis. Hence, we evaluated classifiers both with and

without stopword removal.

After deciding for removing or keeping stop-

words, each word in the lyrics is mapped to a vector

l ∈ R
P , where P is the total number of words in the

Figure 1: Flowchart depicting the evaluation
script for testing diverse configura-
tions and hyper-parameters of the ML
algorithms.

whole dataset and lp is the TF-IDF [18] rating of word p.

The whole set of D lyrics vectors are grouped in a matrix

L ∈ R
D×P . Then, the document matrix L is factorized

into two other matrices, as:

L ≈ DW . (1)

In Equation 1, matrix D represents the associ-

ation of each document to an specific topic, and matrix

W represents the association between topics and dataset

words. The number of topics n is the inner dimension in

the multiplication DW , and is a hyperparameter of this

process. The values of the elements of D and W are ob-

tained by minimizing:

|L−DW |2 + λ|D|, (2)

where λ = 0.5 is a regularization factor used to foster spar-

sity in D by minimizing the L1-norm |D|.
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We evaluated two variations of the topic (D) rep-

resentation. The first directly used the results of minimiz-

ing Equation 2, meaning the strength of a topic in each

lyric. The second one used a binary representation for D

in which all non-zero values were mapped to one, meaning

the presence or absence of a topic in each lyric.

Another variation regards the use of part-of-

speech (PoS) tags. These tags are related to the classifi-

cation of words as verbs, nouns, and others. They were

used by counting the amount of each tag present in each

document and including as columns in the representation

matrix D.

After building the representation matrix of the

documents, we used a K-Folds cross-validation schema for

testing the algorithm. We used the mean unweighted F1-

Score as the evaluation metric. The F1-Score is calculated

as:

Precision =
# true positives

# true positives + # false positives
(3)

Recall =
# true positives

# true positives + # false negatives
(4)

F1 = 2×
Precision × Recall

Precision + Recall
(5)

We tested Support-Vector Machines (SVM), K

Nearest Neighbors (KNN), Gaussian Naive Bayes (GNB),

and Random Forest (RF) classifiers. All feature set combi-

nations were tested with each of the classifiers.

Additionally, we compared the machine-based

classification accuracy to the average human classification

accuracy. For such, we used three different subsets of the

dataset. They respectively comprised song lyrics whose

most voted label had 3, 4, and 5 votes. This separation

aimed at detecting whether more controversial (from the

raters’ perspectives) lyrics is related to different machine-

learning based classification accuracy.

The results of these tests are discussed in the next

section.

3 Results and Discussion

The results presented in this section are divide in three

parts. First we analysis the outcome from machine learn-

ing predictions. Then, in the second part, we analysis the

consistency of the ground-truth used in for training ML

models, focusing on the online raters classifications and

their divergence. Last we present and discuss the behavior

of the ML algorithms related to controversial lyric classifi-

cations by humans.

3.1 Machine-Learning Classification

After executing the different methods described in the pre-

vious section, we compiled the best results as presented in

Table 2 and Table 3. Topics(from topic analysis) indicates

how the topic representation was quantified. PoS indicates

whether Part-Of-Speech was considered or not. SW indi-

cates if the stopwords were removed from the lyrics. Table

2 contains results generated with the objective of predict-

ing the context. Table 3, with the objective of predicting

the valence. The 0R classifier works by selecting the most

frequent class in the dataset and was used as a baseline.

Table 2: Accuracy and per-class F1-Scores for
predicting the Context.

Method Topic PoS SW F1 Acc.

KNN Binary No No 0.49 ±0.14 0.56

RF Count No No 0.44 ±0.06 0.62

SVC Binary No No 0.51 ±0.11 0.56

GNB Count No No 0.52 ±0.07 0.55

0R - - - - 0.45

Table 3: Accuracy and per-class F1-Scores for
predicting the Valence.

Method Topic PoS SW F1 Acc.

KNN Binary Yes No 0.50±0.14 0.55

RF Binary No No 0.40±0.11 0.51

SVC Binary Yes No 0.51±0.10 0.56

GNB Binary No No 0.51±0.13 0.52

0R - - - - 0.42

The results shown in tables 2 and 3 show that

removing stop words does not increase classification ac-

curacy. Also, they indicate that Part-of-Speech tags are

only relevant for predicting valence. Last, we note that the

Gaussian Naive Bayes classifier had the best performance

in both cases.

These results were compared to the accuracy of

human raters, as shown in the next section.

3.2 Comparison to Human classification

The dataset used in this work was the result of voting us-

ing human raters. This means that raters can disagree with

each other. The test described in this section evaluates the

rating dispersion of each rater.

In this test, we consider each rater as a predictor,

and calculate their F1-Score. After that, we calculated the

average F1-Score for each classification task (predicting

context or valence). The results are shown in Table 4.

Table 4: F1-Score for classification performed by
humans and machines each dataset rater
as a predictor.

Target 0R Machine Humans

Context 0.45 0.525±0.07 0.644±0.27

Valence 0.42 0.511±0.13 0.565±0.28

The confusion matrices related to the human and

machine classifications are shown in Figures 2 and 3.

We can notice that machine learning was unable

to outperform human classification in all objectives and

classes. Also, we can notice that the relationship class is

related to less errors in the narrative context classification.
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(a) Machine (b) Humans

Figure 2: Confusion matrices for the prediction of
narrative contexts.

(a) Machine (b) Humans

Figure 3: Confusion matrices for the prediction of
valence.

Last, we can see that neutral valence was the easiest to

classify.

Next, we show how machine learning classifiers

behave with more controversial lyrics.

3.3 Behavior with Controversial Lyrics

Some lyrics in our dataset were classified more consis-

tently than others. This consistency can be measured ac-

cording to the number of human raters that agree with the

most frequently voted label. Using this criterion, we can

build the following subsets for our dataset:

• G5 - Five votes

• G4 - Four votes

• G3 - Three votes

By grouping the results relate to the best classifier

discussed in the previous sections according to these sub-

sets, we obtain the classification accuracy shown in Table

5 for context labelling and Table 6 for valence labeling.

These results show that lyrics that are rated more

consistently in narrative contexts can also be classified

more accurately by the machine. This suggests that the ma-

chine learning algorithms are converging towards learning

behaviors that are similar to common sense.

However, this behavior cannot be observed for va-

lence classification. We speculate that valence ratings are

more closely related to each rater’s personal experiences

Table 5: Accuracy results for narrative context
classification divided by lyric rating di-
vergence.

Method G5 G4 G3

KNN 0.63 0.56 0.49

RF 0.74 0.63 0.53

SVC 0.58 0.60 0.51

GNB 0.69 0.56 0.51

Human 1.00 0.80 0.60

Table 6: Accuracy results for valence classifica-
tion divided by lyric rating divergence.

Method G5 G4 G3

KNN 0.44 0.49 0.48

RF 0.50 0.54 0.47

SVC 0.50 0.54 0.52

GNB 0.49 0.49 0.51

Human 1.00 0.80 0.60

than to objective elements of text. This reflected on the

lower classification ratings for humans as shown in Table 4,

and in a lower consistency in the data yielded to machine-

learning algorithms.

The next section presents conclusive remarks.

4 Conclusion

This paper described a series of experiments using text

mining tools to classify lyrics based on their narrative con-

texts and their valences. Our results were compared to the

ones yielded by human raters using a dataset built specifi-

cally for this work.

The results show that classification results are

sensibly different when different target labels are used.

Also, they show that different document representations

can be more effective for the classification of different la-

bels.

Results also show that valence classification is a

harder task than narrative context classification. We specu-

late that this is because valence rating is highly influenced

by the rater’s personal experience, whereas rating narrative

contexts is a more objective task.

Last, results show that narrative contexts that are

more controversial for human raters are also harder to clas-

sify using machine learning algorithms. This indicates

that, in this case, the classification algorithm behaves sim-

ilarly to the rater’s common sense.

This work did not evaluate representations that

take phrase structures into account, like attention networks.

This poses an interesting avenue for future work.
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